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**Aim**

We are trying to create a CI/CD pipeline using Kubernetes engine.

**Methodology:**

* Creating the Application files
* Installing Jenkins, Ansible and Docker
* Configuring Jenkins User to connect to the Cluster
* Creating the Jenkins Pipeline Job
* Configuring Jenkins Credentials for GitHub and Docker Hub
* Creating the JenkinsFile
* Testing our CD pipeline

**Timeline**

|  |  |  |  |
| --- | --- | --- | --- |
| **Checkpoint No.** | **Deadline** | **Goal/Objective** | **Comments**  **(if any)** |
| 1 | \*31st August, 2020 | Installation and creating the application files |  |
| 2 | \*30th November, 2020 | Creating the JenkinsFile |  |
| 3 | \*End of January | Testing the pipeline |  |
|  |  |  |  |

**Literature Review**

This section should consist of a brief description of related works along with a citation of the source (paper or article) you have referred to. Include at least 3 different sources. Avoid references of unreliable sources like Wikipedia.

An example has been shown below. The project is titled ‘Design and Development of an Electric Scooter’. Edit this out once changes are made.

**Introduction**

A CI/CD Pipeline implementation, or Continuous Integration/Continuous Deployment, is the backbone of the modern DevOps environment. It bridges the gap between development and operations teams by automating the building, testing, and deployment of applications. DevOps is a software development approach which involves continuous development, continuous testing, continuous integration, continuous deployment, and continuous monitoring of the software throughout its development lifecycle. When you have a team of developers, each of whom is responsible for a separate feature, you need to integrate the different features before you’re ready for a release. By integrating so frequently, your team can surface errors earlier. And when those are caught, the amount of backtracking needed to find the cause is also much reduced. Therefore, your team can resolve the integration errors much faster.This is the process adopted by all the top companies to develop high-quality software and shorter development lifecycles, resulting in greater customer satisfaction, something that every company wants.
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Continuous Integration and Continuous Delivery are established practices in modern agile software development. The DevOps movement adapted these practices and places the deployment pipeline at its heart as one of the main requirements to automate the software development process and to deliver and operate software in a more robust way with higher quality. Over the time a lot of systems and tools have been developed to implement the deployment pipeline and to support continuous delivery. But software development is complex, its process even more and due to the individual organization of software vendors no real all-in-one solution for CD exists.
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Agile practices with Continuous Integration and Continuous Delivery (CICD) pipeline approach has increased the efficiency of projects. In agile, new features are introduced to the system in each sprint delivery, and although it may be well developed, the delivery failures are possible due to performance issues. By considering delivery timeline, moving for system scaling is a common solution in such situations. System scale requires current system benchmark status and expected system status. Benchmarking the production is a critical task, as it interrupts the live system. The new version should go through a load test to measure expected system status.